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Abstract— We present and discuss the AIS Library (AIS-Lib)
that is based on the Jist/SWANS network simulation platform.
It implements basic features of Artificial immune systems (AIS).
AIS are one of the most recent approaches in computational
intelligence; they are motivated by the efficiency of the Human
immune system.

I. I NTRODUCTION AND MOTIVATION

Ad hoc wireless networks do not need any infrastructure
in the form of base stations or wireline to operate. Data
packets are forwarded by intermediate wireless devices until
the destination is reached. Wireless devices in this setting are
expected to be small and therefore battery powered.

Sensor networks are a specialized flavor of ad hoc wireless
networks. A sensor network is understood to be a collection
of small wireless devices (sensors) that are able to monitor
environmental or physical conditions such as humidity, tem-
perature, motion or noise. These sensors are suitably spatially
distributed in the monitored area.

An ad hoc or sensor network can be subject to user misbe-
havior or malicious attacks. A non-exhaustive list of different
types of misbehavior includes: (data) packet dropping, selec-
tive forwarding of routing control packets, deliberate skewing
of network’s topology, creating multiple identities of nodes,1

or simply any behavior that could negatively impact the
network’s overall performance and/or lead to some undeserved
advantage for one of the users; see [1] for a more complete list.
In addition to user misbehavior, ad hoc and sensor networks
can be subject to hardware or software failures. Such a failure
can have similar or identical effects as misbehavior.

Since computational power and battery life of wireless
devices in an ad hoc network are, in many scenarios, expected
to be extremely limited, there has been an on-going interestin
providing them with a protection solution that would fulfill
several basic criteria. The first criterion is the ability of
self-learning and self-tuning. Because maintenance of ad hoc
networks by a human operator is expected to be very sporadic,
they have to have a built-inautonomousmechanism for
identifying user behavior that could be potentially damaging
to them. This learning mechanism should itself minimize the
need for a human intervention, therefore it should be self-
tuning to the maximum extent. It must also be computationally
extremely conservative and meet the usual condition of high
detection rate. The second criterion is the ability to undertake
an action against one or several misbehaving users. This should
be understood in a wider context of co-operating wireless

1We use the termnode, when a wireless device and/or a sensor is meant.

devices acting in collusion [2], [3] in order to suppress or
minimize the adverse impact of such misbehavior. Such a
co-operation should have a low message complexity because
both the bandwidth and the battery life are of scarce nature.
The third and last criterion requires that the newly introduced
protection system does not itself introduce new weaknessesto
the systems that it should protect.

The general goal of a protection system meeting the above
criteria should be to impose a certain degree of survivabil-
ity [4] on an ad hoc network. The degree heavily depends
on the mission of a given ad hoc network. This immediately
implies that the mission of the ad hoc or sensor network must
be well defined since it is hard to expect that such a protection
system will have the flexibility of human operated systems as
we know them from wired networks (spam, virus and intrusion
detection systems).

Artificial immune systems (AIS) [5] are an emerging ap-
proach for detecting anomaly in ad hoc networks. They are
based on the well-known properties of the Human immune
system (HIS). The reason behind a recent increased interest
in AIS is the simplicity of the underlying mechanisms; this
makes it an ideal solution for technical systems that need to
be protected to some extent and that operate with extremely
limited resources.

Considering the severeimplementation and scalingprob-
lems of our previous experiments that integrate sensor net-
works with AIS [6], [7], we felt a need for a general purpose
AIS library aimed at ad hoc and sensor networks. Our goal was
to allow for a fast and efficient scenario prototyping. Since,
to our best knowledge, there is no such library available, we
decided to write one. It works under SWANS [8], a Java based
network simulator.

II. M EDIUM ACCESS INAD HOC AND SENSORNETWORKS

We shortly review some well-known properties of MAC
protocols that are often used for wireless medium resolution
in ad hoc and sensor networks.

The medium reservation is often contention based. In order
to transmit a data packet, the IEEE 802.11 MAC protocol uses
carrier sensing with an RTS-CTS-DATA-ACK handshake.2

Should the medium not be available or the handshake fails,
an exponential back-off algorithm is used. This is combined
with a mechanism that makes it easier for neighboring nodes to
estimate transmission durations. With the goal to save battery
power, researchers suggested, a sleep-wake-up schedule for
nodes would be appropriate. This means that nodes do not

2RTS = Ready to send, CTS = Clear to send, ACK = Acknowledgment.



listen continuously to the medium, but switch themselves off
and wake up again after a predetermined period of time. Such
a sleep and wake-up schedule is similarly to duration values
exchanged among nodes. An example of a MAC protocol,
designed specifically for sensor networks, that uses such a
schedule is the S-MAC [9]. A sleep and wake-up schedule
can severely limit operation of a node inpromiscuous mode.
In promiscuous mode, a node listens to the on-going traffic in
the neighborhood and collects information from the overheard
packets.

III. A RTIFICIAL IMMUNE SYSTEMS

A. The Human Immune System

The HIS [5] is able to protect humans against an amazing
set of pathogens. Pathogens are cells that are non-self to the
body: bacteria, viruses or parasites. The HIS is non-reactive
with respect to other cells, most notable to cells that are self
to the body e.g. blood cells.

B-cells and T-cells are created in lymphoid organs: B-cells
in the bone marrow, T-cells in the thymus. The thymus is
protected by a blood-thymic barrier that is able to keep this
organ pathogen-free. This is an important property as T-cells
are created through a pseudo-random process callednegative
selection. Within this process, it is tested whether a T-cell can
recognize a self cell. If this is true, such a T-cell is destroyed,
allowing only T-cells that were not able to match any self cell
to be released into the body.

After pathogens enter the body, many of them get processed
or killed by phagocytes (eating cells). Such cells are able
to display pathogen fragments on their surface, which can
be recognized by T-cells. Unlike T-cells, B-cells are able to
recognize pathogens without the extra help of a displayed
pathogen fragment. If a recognition happens, the B-cell gives
rise to many plasma cells producingantibodies.

T- and B-cells that prove to be especially useful in dealing
with pathogens become mature. Those T- and B-cells recogniz-
ing a pathogen can be subject to increased division (cloning).
While cloning of a T-cell creates an exact copy of the cell,
cloning of B-cells allows for some “error”. This is believed
to be inversely proportional to the matching ability of a given
B-cell. T- and B-cells that were not able to recognize any
pathogen are subject to death by neglect (apoptosis). This
happens to the most T-cells and is an instance ofpositive
selection; see [10].

B. AIS for Ad Hoc and Sensor Networks

An important design issue is translation of the HIS func-
tionality to AIS. The basic question is whether the HIS should
be mapped to a single wireless device or to the whole network.
This means that either each wireless device has to mimic the
creation of B-, T-cells, negative/positive selection etc.or these
tasks get distributed over the whole network. Our treatment
assumes the former approach; we follow the architecture
presented in the seminal work by Hofmeyr and Forrest [11]
and other works motivated by it; see [6], [12].

The process of T-cells priming in thymus and their subse-
quent maturing is used as an inspiration for learning in AIS.T-
cells (detectors) are frequently represented as bit-strings; other
liked option are real-valued vectors [5]. Popular matchingrules
that mimic the ability of T-cells to match self or non-self

are Hamming distance andr-contiguous bits matching rule;
see [2] for a review of other applicable matching rules and
their in-depth comparison. Two bit-strings of equal length
match under ther-contiguous matching ruleif there exists
a substring of lengthr at position p in each of them and
these substrings are identical.

The goal of negative selection is in the case of AIS to
producedetectorsthat are able to identify behavior that is
unusual or directly damaging to the network. For this purpose
it is necessary to observe the network for some period of time
and decide what constitutes the “normal” (usual) behavior.
This normal behavior then gets represented as bit-strings;
usually there is one bit-string computed per window, where
a window is a shorter period of time in which it is expected
that some or many features of the underlying network become
observable. A set of bit-strings that encode normal behavior
is called the set of self strings. Then, a random bit-string gets
generated and is compared against the set of self strings. If
the randomly generated bit-string matches anything in the set
of self strings, it is deleted. Otherwise, the random bit-string
becomes a detector.

Testing a network on unusual behavior is similar. In each
window, a bit-string, that encodes observable behavior of the
network, gets created. This bit-string is matched against the
set of detectors. If a match exists, then a node (or a group of
nodes) has been tested positive on previously unseen behavior.
Is is up to the designer of the AIS to decide, whether after
a match an action should be undertaken, or whether some
statistical analysis on the positive tests will be undertaken.
The pros and cons of the above approach are as follows. The
number of candidate detectors that must be tested against the
set of self string is, in general, exponential to the size of
the set of self strings [13]. However, there have been very
positive results reported when the desired number of detectors
has been made small and fixed; see [6], [7], [11]. Another
problem is the need for a “misbehavior-free” period of time
during which the set of self strings is computed. Thedanger
signal theory [14] acknowledges that misbehavior that causes
no damage is not dangerous. Damage in our setting would
be increased data packet loss rate, increased end-to-end delay
or, in general, deterioration in terms of any of the key global
performance measures. Therefore, it has been suggested that
as long as there is no danger observable in the network,
the network can be assumed to be misbehavior-free. In [12]
a simple form of danger signal has been used. A source
of any TCP connection observes whether data packets get
correctly and timely acknowledged.3 If not, a danger signal
is sent downstream the routing path. Since all the nodes in the
network execute the negative selection process, they are able
to correlate the danger signal with a detected anomaly.

Once detectors get produced, it is not guaranteed that they
will ever be useful for identifying an anomaly. In [11] therehas
been a notion of usefulness attached to detectors. Those that
prove to be useful would becomememory detectors; remaining
ones would be deleted and substituted by fresh ones coming
from the negative selection process.

To apply the above described learning process, it is neces-
sary that each node observes and evaluates data and control

3Misbehavior was in their experiments modeled as probabilistic data packet
dropping.



traffic that he forwards or that he overhears in the neigh-
borhood. This traffic can be characterized by performance
measures; a popular term in the AIS community for such
a performance measure isgene. It is naturally important
that genes are easy to compute locally. Each used gene is
then converted into a bit-string. These bit-strings get then
concatenated and become basis for the negative selection
process.

A key to the performance of AIS is the choice of correct
genes; see [3], [6], [12], [15] for ideas on genes for ad hoc and
sensor networks. Let us assume that the routing protocol finds
for a connection the pathss, s1, ..., si, si+1, si+2, ..., sd from
the source nodess to the destination nodesd, wheress 6= sd.
Consider the following two genes:

1) Ratio of data packets sent fromsi to si+1 and then
subsequently forwarded tosi+2. If there is no traffic
between two nodes this ratio is set to∞ (a large
number). This ratio is computed bysi in promiscuous
mode. This ratio is also averaged over a time period.
It needs some adjustment, whensi+1 is a connection
destination node.

2) Ratio of complete MAC layer handshakes between
nodessi andsi+1 and RTS packets sent bysi to si+1. If
there is no traffic between two nodes this ratio is set to
∞ (a large number). This ratio is averaged over a time
period. A complete handshake is defined as a completed
sequence of RTS, CTS, DATA, ACK packets betweensi

andsi+1.
The first gene was adapted from the watchdog idea pre-

sented by Marti et al. in [16]. It requires that the nodesi

operates in promiscuous mode. Promiscuous mode (indirectly)
requires that the nodesi stays on most of the time. This could,
however, be very power demanding, especially for battery
powered sensor networks. On the other hand, this gene is very
efficient when the misbehavior of nodes is an instance of data
packet dropping (we assume omnidirectional antennas).

The second gene [7] indirectly measures the level of
medium contention around the nodesi. If there are many
incomplete handshakes, this signals a severe competition for
the medium. Any data packet dropping in its nature decreases
the medium contention. Less data packets to forward implies
less attempted MAC layer handshakes. The advantage of this
gene is that a node can get occasionally switched on and off
as it is assumed by e.g. the S-MAC protocol. The interesting
fact is its generality. It can be applied when a misbehavior
influences the medium contention resolution. Therefore, we
assume, this or similar gene can be used against a wide range
of misbehaviors from packet dropping to wormholes [17].

As the above two genes suggest, in order to compute a gene,
the node has to first record its own events, observable events
of its neighbors and often also their casual relationships.An
implementation of this recording process is straightforward,
but usually verytime consuming.

IV. AIS-L IB

A. Basic Features

AIS-Lib is based on SWANS [8], a Java based network
simulation tool. AIS-Lib is an add-on library to SWANS.
We chose to use SWANS due to its high simulation events
processing throughput and low memory requirements. The

other simulation tools that we considered were Glomosim and
ns2. We opted not to use Glomosim due to the lack of the
necessary documentation and also because its development
ended in 2002 with the introduction of its commercial version,
Qualnet. We decided not to use ns2 as it, in our opinion,
performs worse than Glomosim. Our previous AIS studies [6],
[7] were based on Glomosim.When implementing the library,
our goal was to offer the user the following features:

1) An easy access to events that happen at a node or in the
observable neighborhood of the node. This resulted in a
data structure attached to each node. This data structure
allows for an easy acquisition of many observable events
that are necessary for a straightforward implementation
of genes

2) Efficient creation, testing and deletion of genes. This is
important for the ease of testing as most of our effort,
when still working with Glomosim, was devoted to
finding specialized solutions to genes’ implementation.
The genes have an attached window size, i.e. a time
period over which observable events get summed up and
averaged. The currently implemented genes are those
introduced in [6]. However, it was not our goal to
implement a multitude of different genes, but to offer
the user an easy way to implement any gene that he
considers to be worth of investigation.

3) Support for the negative selection with bit-strings of
fixed length. Our design goal was to allow for several
instances of the negative selection at a node. Each
of these instances can work with a different set of
genes and/or be based on observable events at different
neighboring nodes. Computed detectors get stored in a
data file for use in possible later simulation runs.

4) Support for bit-strings with three choices of encoding:
Gray coding, interval coding [6], [12] and conventional
binary coding.

5) Support for bit-string matching with ther-contiguous
bits matching rule and the Hamming distance.

6) Support for several basic types of misbehavior. Cur-
rently, packet dropping with probabilityp and worm-
holes are implemented. The packet dropping rate can be
different for different types of data and control packets.

7) Additionally, we included support for an easy tracking of
relative utility of genes and detectors, and data packet
forwarding activity at nodes. The user can thus easily
compute the related detection rate, rate of false positives
or similar statistics. It was not our goal to compute e.g.
the detection rate directly, rather we decided to provide
the user with plenty of output statistics from which any
measure can be computed. The reason was to give the
user the freedom to define e.g. the formula for detection
rate to his liking.

B. Modular Architecture
The SWANS simulator uses independent components which

can be combined to create different kinds of network simula-
tions. SWANS offers components for applications, networking,
routing and media access, radio transmission, reception and
noise models, signal propagation and fading models, and node
mobility models.

The AIS-Lib was designed as SWANS-application with
access to different layers of the OSI protocol stack (most



important are the access to network and link layer for mon-
itoring and access to the transport layer for misbehavior
influence). This architecture offers high flexibility to be used
for different kinds of artificial immune system approaches.
AIS-Lib consists of five key component packages: thecore,
matching, misbehavior, monitoring, and utils package. The
core package defines the main AIS features, e.g. whether
the detector generation task or the detection and observation
task should be started, the gene library, and it furthermore
defines which monitoring and matching abilities should be
used. A factory pattern is used to allow the creation of different
kinds of AIS cores. The matching and misbehavior packages
define the offered implementations for matching rules (such
as Hamming distance matching orr-contiguous bits matching)
and misbehavior (such as packet dropping or wormhole-based
misbehavior). Both packages can be easily extended. The mon-
itoring package defines aNodeDatabaseand aNodeProperty
class which handle the monitoring and storage of observed
node behavior. This node behavior represents detected mis-
behavior which can later, during an evaluation of the traffic
traces and other stored information, be used to define more
precisely which nodes were misbehaving and which were
wrongly accused of misbehaving. The utils package offers
helper classes for gene encoding and detector generation.

Application
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Link (MAC)

Radio

AIS
Utils

Misbehavior

Monitoring

Matching

Core

gatherInformation

SWANS Experiment

Topology

Fig. 1. Modular setup of an AIS-Lib experiment. The AIS currently uses
data from the Network and Link layers.

V. RELATED WORK

To our best knowledge there is no general AIS tool available
that would be specifically aimed at ad hoc or sensor networks.
The approaches presented in [6], [7], [12], [18] are specificto
the needs of given performance evaluation.

VI. CONCLUSIONS

We introduced and discussed AIS-Lib, an AIS library aimed
at ad hoc and sensor wireless networks. This library is an
add-on to SWANS, a Java based network simulation tool. Our
current goal is to implement various types of danger signals;

see [12], [14]. It is our intention to make the AIS-Lib open-
source [19].
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